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WORKSHEET: Human Research Involving Artificial Intelligence
The purpose of this worksheet is to provide support for IRB members when evaluating specific uses of Artificial Intelligence (AI) technology[endnoteRef:1] in non-exempt Human Research. This worksheet acts as a supplement to HRP-314 - WORKSHEET - Criteria for Approval and HRP-314a - WORKSHEET - Criteria for Consent. It does not need to be completed or retained.[endnoteRef:2]  [1:  AI is a broad concept, inclusive of many subsets: machine learning, deep learning, generative AI, large language models, etc.]  [2:  This document contributes to satisfying AAHRPP elements I.1.F, I-2, I.7.A, and I.7.B. ] 

1. AI Worksheet Applicability
The following are circumstances where use of this worksheet should NOT apply:
☐ Activities determined NOT to be Hurman Research according to HRP-310 - WORKSHEET - Human Research Determination. 
☐ Human Research determined to be exempt according to HRP-312 - WORKSHEET - Exemption Determination.
☐ Non-exempt and non-FDA regulated Human Research that presents no more than Minimal Risk.
☐ Identification of research subjects or their responses will NOT reasonably place them at risk of criminal or civil liability or be damaging to their financial standing, employability, insurability, reputation, or be stigmatizing, unless reasonable and appropriate protections will be implemented so that risks related to invasion of privacy and breach of confidentiality are no greater than Minimal Risk. 
2. Background and Context Considerations  
The following may be relevant in providing a high-level understanding of the AI technology use prior to the more detailed considerations included in subsequent sections. There are no “correct” or “incorrect” answers. 
☐ How is the AI technology in the protocol being used? Is the purpose of the study to develop new AI technology or is the study utilizing existing AI technology (e.g., as part of study procedures)?
☐ Will research subjects interact with the AI technology in the study intervention or interaction associated with the proposed research? 
☐ Will the study team interact with AI technology in the administration, conduct, or analysis of the research?
☐ Is the use of AI technology limited to the standard use of pre-existing and generally available tools (e.g., publicly or commercially available) in a manner consistent with institutional policies and norms?
☐ Has the investigator obtained any required institutional reviews or approvals for the use of AI technology as outlined in HRP-309 - WORKSHEET - Ancillary Review?
☐ Is the proposed research utilizing (or planning to develop) novel AI technology, or will it utilize pre-existing AI technology in a novel way? 
3. General Considerations for the Use of AI Technology
The following general considerations may be used as a supplement to inform IRB members’ decision making when considering the regulatory criteria for IRB approval in HRP-314 - WORKSHEET - Criteria for Approval. Consider whether the protocol clearly describes the following, where applicable. 
☐ The applicability of FDA investigational device requirements if the technology is intended for use in the diagnosis, cure, mitigation, treatment, or prevention of disease or in support of a FDA marketing application. See HRP-307 - WORKSHEET - Devices.
☐ The specific intended use of the AI technology in the protocol.
☐ A general overview of how the AI technology in the protocol operates. For example, whether the AI technology outputs are generated strictly from pre-programmed rules and knowledge (which are predictable and easily verified), or whether the AI technology’s decision-making is autonomous or semi-autonomous (making outputs less predictable and less easily verified).
☐ Description of how research subject data will be used.
☐ Whether individual participant data may be re-identified.
☐ Any measures in place to reduce the risk of re-identification of research subjects and data.
☐ Whether existing “Terms of Use” apply to the collection of data used to train or test the algorithm (e.g., social media platforms).
☐ Plans to review the data during the conduct of the research to mitigate potential bias, errors, or output discrepancies, including:
	☐ A description of who will review the data.
	☐ A description of what data will be reviewed.
	☐ The frequency or timelines for data review.
☐ If there will be continuous data updates to the AI technology, whether there are mechanisms in place to assess the impact of those changes on risks to participants to ensure the reliability of AI outputs.
☐ Any metrics used to assess the AI technology’s performance over time.
☐ A description of how research subjects or study staff will interact with the AI technology.
☐ Whether the AI technology’s outputs are being shared directly with research subjects without prior review by the investigator.
☐ Whether the AI technology’s outputs will influence clinical decision making.
☐ Whether measures will exist to ensure transparency if any changes to standard clinical care result from the outputs of AI technology.
☐ If investigators and study staff will be interacting directly with the AI technology, plans for training and oversight to ensure appropriate usage and interaction with the AI technology and its resulting outputs.
☐ If research subjects will be interacting directly with the AI technology, plans for ensuring that research subjects will have the necessary training and resources to access and use the AI technology.
☐ A description of any known limitations of the AI technology or its outputs impacting the design and conduct of the research.
4. Additional Considerations for Using AI Technology in the Administration of Research 
[bookmark: _Hlk212189128]The following additional considerations may be used to supplement the general considerations above for research activities involving AI technology use by investigators and study staff in the administration of research activities. Consider whether the protocol clearly describes the following, where applicable.
☐ The role that AI technology will play in the administration and conduct of the Human Research, and how it will be utilized.
☐ The suitability of the AI technology for its intended use in the research.
☐ A description of any study team responsibilities associated with utilizing the technology.
☐ Plans to monitor the AI technology’s outputs and take corrective action if discrepancies occur.
☐ A description of any additional risks posed by the administration or use of the technology.
☐ Plans for data sharing, storage, and use, including whether the AI technology platform will be open source (posted for public use).
☐ Plans for training and oversight of investigators and study team personnel to ensure appropriate usage and interaction with the AI technology and its resulting outputs.
5. Additional Considerations for Research Involving Novel AI Technology Tools 
The following additional considerations may be used to supplement the general considerations above for research activities involving the development, testing, or deployment of novel AI technology (e.g., uses other than the standard use of pre-existing and generally available tools). Consider whether the protocol clearly describes the following, where applicable.
☐ The data sources used in the development of the specific AI technology in the protocol. 
☐ The extent to which source data is sufficient and representative of the research population under study.
☐ 	For discovery stage research involving the use of secondary or integration of external datasets, confirmation from ancillary review functions, or submission materials provided by investigators, that any necessary contractual or legal agreements are in place to use the data (e.g., Business Associate Agreements, Data Use Agreements, Material Transfer Agreements, etc.).
☐ Whether the Investigator commits to following Good Machine Learning Practices (GMLP).[endnoteRef:3] .  [3:  Good Machine Learning Practice for Medical Device Development: Guiding Principles | FDA.] 

6. Additional Considerations for Informed Consent, Where Applicable
The following additional considerations for informed consent may be used as a supplement to inform IRB members’ decision making when considering HRP-314a - WORKSHEET - Criteria for Consent. Consider whether the protocol and consent document clearly describe the following, where applicable. 
☐ The consent process will clearly communicate the intended use of the AI technology to research subjects. Any unique risks posed by the AI technology are clearly described in the informed consent document.
☐ The intended use of the AI technology and its resulting outputs described in the informed consent document is consistent with the description in the protocol.
☐ If collected data cannot be removed from the AI technology's database once collected, an explanation to this effect.
☐ If data is to be used from prior research studies, prior informed consent included the provision for future research use of participant data. (N/A if eligible for waiver of informed consent processes in the current study and the use is consistent with prior consent obtained or waivers granted.)
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